Investigations of algorithmic biases caused by underrepresentation of minority groups

Abstract. The problem of algorithmic bias, where machine learning algorithms reflect biases that are prevalent in their training datasets, is widely recognized as a major concern. In this talk, I will discuss two of my projects related to algorithmic biases that are caused by underrepresentation of minority groups. In the first project, we demonstrate that when learning representations from standard contrastive learning methods, the representations of minority groups merge with the representations of certain similar majority groups. We refer to this phenomenon as representation harm and demonstrate that it leads to allocation harms in downstream classification tasks. In the second project, we investigate whether enforcing group fairness is aligned with improving model performance. In light of the long-held belief that enforcing fairness comes at the cost of reduced model performance, we present an alternative perspective on the problem. In cases where the machine bias is due to the underrepresentation of minority groups, we show that enforcing fairness is often in line with improving model performance on a balanced test dataset. Furthermore, we derive necessary and sufficient conditions for such an alignment.
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