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Abstract. Network data arises in numerous applied disciplines viz., political science, sociology, biology, computer

science, and economics. Real-life networks are large and often cannot be fully observed. Hence, statistical inference for

large networks based on a suitable sampling scheme is considered to be an important problem in network analysis. We

develop a framework for obtaining statistical guarantees for subgraph densities of a general population network under without

replacement sampling (SRSWOR). The examples of such subgraph densities include edge density, triangle density, two-star

density and other popularly studied graph summary statistics. Under this sampling scheme, we derive a Berry-Esseen bound

to establish the asymptotic normality of the Horwitz-Thompson (HT) estimator for the population subgraph densities. The

HT estimator is shown to be unbiased for population subgraph densities. To facilitate inferential procedures, we provide a

jackknife estimator of the unknown population variance and establish its consistency. We provide explicit expressions for the

Berry-Esseen bound under certain popular super population network models like sparse graphons, stochastic block models

(SBM), preferential attachment models (PFA), random dot product graph models (RDPG) and others. We also establish the

joint asymptotic normality of two subgraph densities which is crucial in establishing the asymptotic normality of the global

clustering coefficient of the sampled graph. Our results find a useful application to the problem of testing the equality of

two population graphs using the subgraph densities as the test statistic. Finally, we present a simulation study and a real

data analysis to corroborate our theoretical findings. This is a joint work with Ayoushman Bhattacharya (WashU) and Prof.

Soumen Lahiri (WashU).
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